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Simple linear regression
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y = 2x + 1

slope intercept

slope: vocabulary size 
increase by 10,000, 
reading score increases 
by 2 points on average. 

intercept: the expected y 
when x=0, may or may 
not make sense



R2
𝑦 = 0 ∗ 𝑥 + 𝑏0 𝑦 = 𝑏!𝑥 + 𝑏0

x has no effect on y                     x has positive effect on y 

!𝑦

SST

𝑆𝑆𝑅 =*(,𝑦" − .𝑦)#

SSR

𝑆𝑆𝑇 =*(𝑦" − .𝑦)#

𝑆𝑆𝐸 =*(𝑦𝑖 − 2𝑦)#

SSE

𝑅2 =
𝑆𝑆𝑅
𝑆𝑆𝑇



Multiple regression
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𝑦 = 𝑏!𝑥 + 𝑏0
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Age

𝑦 = 𝑏!𝑥1+ 𝑏2𝑥2+ 𝑏0



Example: Alice dataset
Participants listened to the first chapter of Alice in Wonderland in 
the fMRI scanner. 

Question: How is the brain activity in RATL, LPTL and LIFG affect 
the brain activity in LATL? 

LATL

LPTL
LIFG

RA
TL



Plot data first

RATL

LATL

LPTL LIFG

All three brain regions seem to have a linear relationship with LATL 



One-variable model
LATL~RATL

LATL~LPTL

LATL~LIFG



Correlation among independent variables?

RATL correlated with LIFG



Correlation matrix

p < 2.2e-16

Multicollinearity:
Two or more independent
variables are correlated

à We cannot be sure which 
variable explains the variance in 
the dependent variable



Two-variable model
LATL~RATL + LPTL

LATL~LPTL + LIFG

LATL~ RATL + LIFG



The full model
LATL~RATL + LPTL + LIFG



Model comparison

Model F p R2 R2 adjusted VIF

RATL 67.77 3.419e-15 0.158 0.156 1
LPTL 115 < 2.2e-16 0.242 0.24 1
LIFG 38.87 1.27e-09 0.097 0.095 1

RATL+LPTL 95.09 < 2.2e-16 0.346 0.343 1.03
RATL+LIFG 34.88 1.438e-14 0.163 0.158 1.78
LPTL+LIFG 81.8 < 2.2e-16 0.313 0.309 1.01

RATL+LPTL+LIFG 64.67 < 2.2e-16 0.352 0.346 1.81,1.03,1.78



Adjusted R2
Adjusted R2 is a corrected goodness-of-fit measure for 
linear models.

𝑅2 = !!"
!!#

= 1 − !!$
!!#

R2 does not decrease when the number of variables increases;
Additional variable usually will account for some variance, if not 0.

àneed a standardized R2:

𝑅2𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 = 1 − "! (&'()
&'*'(

n: number of observations
k: number of model parameters

à As the number of parameters increases, adjusted R2 

decreases if R2 does not increase significantly



Variance Inflation Factor (VIF)
VIF provides a measure of multicollinearity among the independent 
variables in a multiple regression model.

𝑉𝐼𝐹𝑖 =
(

('"%
&

VIF < 3 is usually good; VIF > 10 indicates high collinearity.

y = b0 + b1x1 + b2x2 + b3x3

x1 = β0 + β1x2 + β2x3 à 𝑅!"

Regressing the ith variable on the other variables:
How much variance in the ith variable can be 
explained by other variables



Best model?

Model F p R2 R2 adjusted VIF

RATL 67.77 3.419e-15 0.158 0.156 1
LPTL 115 < 2.2e-16 0.242 0.24 1
LIFG 38.87 1.27e-09 0.097 0.095 1

RATL+LPTL 95.09 < 2.2e-16 0.346 0.343 1.03
RATL+LIFG 34.88 1.438e-14 0.163 0.158 1.78
LPTL+LIFG 81.8 < 2.2e-16 0.313 0.309 1.01

RATL+LPTL+LIFG 64.67 < 2.2e-16 0.352 0.346 1.81,1.03,1.78

Testing whether the more 
complex model is significantly 
better at capturing the data than 
the simpler model.


