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Computational Linguistics
LT3233

Jixing Li
Lecture 13: Attention and Transformers

Slides adapted from Dan Jurafsky, Ellie Pavlick, Anna Goldie, Jay Alammar
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Lecture plan
• Problems with RNN
• Attention
• Transformers
• Short break (15 mins)
• Hands-on exercises
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Recurrent Neural Networks (RNN)

simple/vanilla/Elman RNN
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RNN basic structure
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RNN language model
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RNN language model
Advantages:
• Can process any length input
• Computation for step t can (in theory) use information from
many steps back
• Model size doesn’t increase for longer input context: Same
weights applied on every timestep
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RNN language model
Disadvantages:
RNNs take O(sequence length) steps for distant word pairs to 
interact.
•Hard to learn long-distance dependencies (vanishing gradients)
• Forward and backward passes have O unparallelizable operations:

• future RNN hidden states can’t be computed before past RNN hidden states 
have been computed
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Attention
Idea: Compare an item of
interest to a collection of other
items in a way that reveals their
relevance in the current context.

Attention is the core innovation
in Transformer architecture
which revolutionizes deep
learning
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Attention intuition

To look up a value, we compare a query against keys in a table.
Each query matches each key to varying degrees.
We return a sum of values weighted by the query-key match.

“The animal didn't cross the street because it was too tired.”
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Self-Attention
1. For each word    , calculate its query, key, and value.

2. Calculate attention score between query and keys.

3. Take the softmax to normalize attention scores.

4. Take a weighted sum of values.
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Illustrated self-attention
For each word    , calculate its query, key, and value.
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Illustrated self-attention

Calculate attention score between 
query and keys.

Take the softmax to normalize 
attention scores.

Take a weighted sum of values.
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Illustrated self-attention

Calculating the value 
of y3, the third 
element of a sequence 
using self-attention.
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Summary
• Attention is an added layer that lets a model focus on
what's important
• Queries, Values, and Keys are used for information
retrieval inside the Attention layer
• Attention has become the powerful, flexible, general
way pointer and memory manipulation in all deep
learning models.
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Transformer
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Feed-forward layer
Since there are no element-
wise non-linearities, self-
attention is simply performing 
a re-averaging of the value 
vectors.
à Apply a feedforward layer 
to the output of attention, 
providing non-linear activation 
(and additional expressive 
power).
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Positional embeddings

Problem:
No word order information!
Solution:
Add positional embeddings
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Transformer block
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Transformer advantages
• Number of unparallelizable operations does not increase 
with sequence length.
• Each "word" interacts with each other

State-of-the-art transformers:
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To do
• Optional reading: SLP Ch9
• Review course materials


