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I eat sushi with chopsticks with you
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Lecture plan
• The task of text classification
• The Naive Bayes classifier
• Evaluation metrics
• Short break (15 mins)
• Hands-on exercises
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Positive or negative movie review?
• ...zany characters and richly applied satire, and 
some great plot twists  
• It was pathetic. The worst part about it was the 
boxing scenes...
• ...awesome caramel sauce and sweet toasty 
almonds. I love this place! 
• ...awful pizza and ridiculously overpriced... 

à Sentiment analyses
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What is the subject of the medical article?

Subject category
• Antogonists and 
Inhibitors
• Blood Supply
• Chemistry
• Drug Therapy
• Embryology
• Epidemiology
• …

?
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Spam email?
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Tell gender by name?
• Maxie
• Becky
• Rocky
• Gary
• Eve
• Josh
• Dana
• Christopher
• Julia
• Sam

•歐承璋
•李思穎
•陳敏琪
•廖倚琳
•吴建瑞
•馮紫晴
•廖卓楠
•徐婉晴
•周咏楠
•馬卓姸
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Summary: Text identification
• Sentiment analysis
• Spam detection
• Assigning subject categories, topics, or genres
• Gender identification
• …

Input:
a document d
a fixed set of classes  C = {c1, c2,…, cj}

Output: a predicted class c Î C
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Classification methods: Hand-coded rules
• Rules based on combinations of words or other features

spam: black-list-address OR (“ISSN:” AND “LI. J”)

• Accuracy can be high
If rules carefully refined by expert

• But building and maintaining these rules is expensive
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Supervised machine learning
Input: 
• a document d
• a fixed set of classes  C = {c1, c2,…, cj}
• A training set of m hand-labeled documents 
(d1,c1),....,(dm,cm)

Output: 
• a learned classifier γ:d à c
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Many kinds of classifiers
• Naive Bayes
• Logistic regression
• Neural networks
• k-Nearest Neighbors
• ...
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Bayes rule
For a document d and a class c:

P(c | d) = P(d | c)P(c)
P(d)

•歐承璋 M
•李思穎 F
•陳敏琪 F
•廖倚琳 F
•吴建瑞 M
•馮紫晴 F
•廖卓楠 M
•徐婉晴 F
•周咏楠 F
•馬卓姸 F
•袁卓琳 ？

P	(male|卓琳)	= 
! 卓琳|"#$% !("#$%)

!(卓琳)

P	(female|卓琳)	= 
! 卓琳|(%"#$% !((%"#$%)

!(卓琳)
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Naive Bayes classifier

cMAP = argmax
c∈C

P(c | d)

= argmax
c∈C

P(d | c)P(c)
P(d)

= argmax
c∈C

P(d | c)P(c)

P	(male|卓琳)	= 
! 卓琳|"#$% !("#$%)

!(卓琳)
P	(female|承璋)	= 

! 卓琳|(%"#$% !((%"#$%)

!(卓琳)

MAP is “maximum a posteriori”  
= most likely class

Bayes Rule

Dropping the 
denominator
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Calculate probability
P	(male|卓琳)	= P 卓琳|male P(male)

P	(female|卓琳)	= P 卓琳|female P(female)

P(female)	=	 !"# P(male)	=	 $"#

卓琳=	[卓,琳] à features

P 卓琳|female ≈ P(卓|female)	P(琳|female)

P(卓|female)	=	 %&'()(卓 in -./01. (0/.2)
%&'()(011 450)04).62 7( -./01. (0/.2)

=	 "
"8

P(琳|female)	=	 %&'()(琳 9: -./01. (0/.2)
%&'()(011 450)04).62 7( -./01. (0/.2)=	

"
"8

P female|卓琳 =	 ""8 x	
"
"8=	

"
";<

•歐承璋 M
•李思穎 F
•陳敏琪 F
•廖倚琳 F
•吴建瑞 M
•馮紫晴 F
•廖卓楠 M
•徐婉晴 F
•周咏楠 F
•馬卓姸 F
•袁卓琳 ？



© Jixing Li

Naive Bayes classifier

cMAP = argmax
c∈C

P(d | c)P(c)

Document d represented 
as features x1..xn

= argmax
c∈C

P(x1, x2,…, xn | c)P(c)

"Likelihood"

"Prior"

P(x1,…, xn | c) = P(x1 | c)•P(x2 | c)•P(x3 | c)•...•P(xn | c)
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Calculate probability

P	(male|卓琳)	= P 卓琳|male P(male)

P 卓琳|male ≈ P(卓|male)	P(琳|male)

P(卓|male)	=	 %&'()(卓 9:/01. (0/.2)
%&'()(011 450)04).62 7(/01. (0/.2)=	

"
<

P(琳|male)	=	 %&'()(琳 9:/01. (0/.2)
%&'()(011 450)04).62 7(/01. (0/.2)=	

#
<

P 卓琳|male =	"< x	
#
<=	0

Problem?

•歐承璋 M
•李思穎 F
•陳敏琪 F
•廖倚琳 F
•吴建瑞 M
•馮紫晴 F
•廖卓楠 M
•徐婉晴 F
•周咏楠 F
•馬卓姸 F
•袁卓琳 ？
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Laplace (Add-1) smoothing

P(卓|male)	=	
%&'() 卓 9:/01. (0/.2 ="

%&'() 011 450)04).62 7(/01. (0/.2 =%&'()(>)=	
?

<="!

P(琳|male)	=	
%&'() 琳 9:/01. (0/.2 ="

%&'() 011 450)04).62 7(/01. (0/.2 =%&'()(>)
=	 "
<="!

P 卓琳|male =	 ??$ x
"
?$ =	

?
@?;

=
count(wi,c)+1

count(w,c
w∈V
∑ )

#

$
%%

&

'
((  +  V

P̂(wi | c) =
count(wi,c)
count(w,c)( )

w∈V
∑ • 歐承璋 M

• 李思穎 F
• 陳敏琪 F
• 廖倚琳 F
• 吴建瑞 M
• 馮紫晴 F
• 廖卓楠 M
• 徐婉晴 F
• 周咏楠 F
• 馬卓姸 F
• 袁卓琳 ？
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Laplace (Add-1) smoothing

P(卓琳|female)	=	
%&'() 卓 9: -./01. (0/.2 ="

%&'() 011 450)04).62 7( -./01. (0/.2 =%&'()(>)=	
?

"8="!

P(琳|female)	=	
%&'() 琳 9: -./01. (0/.2 ="

%&'() 011 450)04).62 7( -./01. (0/.2 =%&'()(>)=	
?

"8="!

P 卓琳|female =	 ?
$"
x ?
$"
=	 8
;<"

• 歐承璋 M
• 李思穎 F
• 陳敏琪 F
• 廖倚琳 F
• 吴建瑞 M
• 馮紫晴 F
• 廖卓楠 M
• 徐婉晴 F
• 周咏楠 F
• 馬卓姸 F
• 袁卓琳 ？
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Calculate probability
P	(male|卓琳)	= P 卓琳|male P(male)

P	(female|卓琳)	= P 卓琳|female P(female)

P(female)	=	 !"# P(male)	=	 $"#

P 卓琳|male = ?
@?;

P 卓琳|female = 8
;<"

P	(male|卓琳)	=	P 卓琳|male P(male) =	 ?@?; x
$
"#=	0.0011

P	(female|卓琳)	=	P 卓琳|female P(female) =	 8;<" x	
!
"# =	0.0029

P	(female|卓琳)	>	P	(male|卓琳)		à卓琳: female
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Another example

4.3 • WORKED EXAMPLE 7

4.3 Worked example

Let’s walk through an example of training and testing naive Bayes with add-one
smoothing. We’ll use a sentiment analysis domain with the two classes positive
(+) and negative (-), and take the following miniature training and test documents
simplified from actual movie reviews.

Cat Documents
Training - just plain boring

- entirely predictable and lacks energy
- no surprises and very few laughs
+ very powerful
+ the most fun film of the summer

Test ? predictable with no fun

The prior P(c) for the two classes is computed via Eq. 4.11 as Nc
Ndoc

:

P(�) =
3
5

P(+) =
2
5

The word with doesn’t occur in the training set, so we drop it completely (as
mentioned above, we don’t use unknown word models for naive Bayes). The like-
lihoods from the training set for the remaining three words “predictable”, “no”, and
“fun”, are as follows, from Eq. 4.14 (computing the probabilities for the remainder
of the words in the training set is left as an exercise for the reader):

P(“predictable”|�) =
1+1

14+20
P(“predictable”|+) =

0+1
9+20

P(“no”|�) =
1+1

14+20
P(“no”|+) =

0+1
9+20

P(“fun”|�) =
0+1

14+20
P(“fun”|+) =

1+1
9+20

For the test sentence S = “predictable with no fun”, after removing the word ‘with’,
the chosen class, via Eq. 4.9, is therefore computed as follows:

P(�)P(S|�) =
3
5
⇥ 2⇥2⇥1

343 = 6.1⇥10�5

P(+)P(S|+) =
2
5
⇥ 1⇥1⇥2

293 = 3.2⇥10�5

The model thus predicts the class negative for the test sentence.

4.4 Optimizing for Sentiment Analysis

While standard naive Bayes text classification can work well for sentiment analysis,
some small changes are generally employed that improve performance.

First, for sentiment classification and a number of other text classification tasks,
whether a word occurs or not seems to matter more than its frequency. Thus it
often improves performance to clip the word counts in each document at 1 (see
the end of the chapter for pointers to these results). This variant is called binary
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A sentiment example with smoothing
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1. Prior from training:

P(-)	=	3/5
P(+)	=	2/5

2. Drop "with"
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3. Likelihoods from training: 4. Scoring the test set:

𝑝 𝑤) 𝑐 =
𝑐𝑜𝑢𝑛𝑡 𝑤) , 𝑐 + 1

∑*∈, 𝑐𝑜𝑢𝑛𝑡 𝑤, 𝑐 + |𝑉|

/P c- =
N.!
N/0/12
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Practical issues
We do everything in log space
• Avoid arithmetic underflow

P(-|’predictable no fun’)
= 0.059 x 0.059 x 0.029 x 0.6
= 0.00006

log(P(-|’predictable no fun’)
= log(0.059 x 0.059 x 0.029 x 0.6)
= log(0.059) + log(0.059) + log(0.029) + log(0.6)
= -9.71
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Summary: Naive Bayes is not so naive
• Very Fast, low storage requirements
• Work well with very small amounts of training data
• Robust to Irrelevant Features

Irrelevant Features cancel each other without affecting results

• Optimal if the independence assumptions hold
• A good dependable baseline for text classification

But we will see other classifiers that give better accuracy
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Model evaluation

4.7 • EVALUATION: PRECISION, RECALL, F-MEASURE 11

As it happens, the positive model assigns a higher probability to the sentence:
P(s|pos) > P(s|neg). Note that this is just the likelihood part of the naive Bayes
model; once we multiply in the prior a full naive Bayes model might well make a
different classification decision.

4.7 Evaluation: Precision, Recall, F-measure

To introduce the methods for evaluating text classification, let’s first consider some
simple binary detection tasks. For example, in spam detection, our goal is to label
every text as being in the spam category (“positive”) or not in the spam category
(“negative”). For each item (email document) we therefore need to know whether
our system called it spam or not. We also need to know whether the email is actually
spam or not, i.e. the human-defined labels for each document that we are trying to
match. We will refer to these human labels as the gold labels.gold labels

Or imagine you’re the CEO of the Delicious Pie Company and you need to know
what people are saying about your pies on social media, so you build a system that
detects tweets concerning Delicious Pie. Here the positive class is tweets about
Delicious Pie and the negative class is all other tweets.

In both cases, we need a metric for knowing how well our spam detector (or
pie-tweet-detector) is doing. To evaluate any system for detecting things, we start
by building a confusion matrix like the one shown in Fig. 4.4. A confusion matrixconfusion

matrix
is a table for visualizing how an algorithm performs with respect to the human gold
labels, using two dimensions (system output and gold labels), and each cell labeling
a set of possible outcomes. In the spam detection case, for example, true positives
are documents that are indeed spam (indicated by human-created gold labels) that
our system correctly said were spam. False negatives are documents that are indeed
spam but our system incorrectly labeled as non-spam.

To the bottom right of the table is the equation for accuracy, which asks what
percentage of all the observations (for the spam or pie examples that means all emails
or tweets) our system labeled correctly. Although accuracy might seem a natural
metric, we generally don’t use it for text classification tasks. That’s because accuracy
doesn’t work well when the classes are unbalanced (as indeed they are with spam,
which is a large majority of email, or with tweets, which are mainly not about pie).

true positive

false negative

false positive

true negative

gold positive gold negative
system
positive
system

negative

gold standard labels

system
output
labels

recall = 
tp

tp+fn

precision = 
tp

tp+fp

accuracy = 
tp+tn

tp+fp+tn+fn

Figure 4.4 A confusion matrix for visualizing how well a binary classification system per-
forms against gold standard labels.

To make this more explicit, imagine that we looked at a million tweets, and
let’s say that only 100 of them are discussing their love (or hatred) for our pie,



© Jixing Li

Accuracy
Why don't we use accuracy as our metric?
• We have 73 students in our class, only 13 are male students.

• We could build a dumb classifier that just labels every student
as female. à accuracy: 60/73 = 82%

• But useless! Can never find a male students.

à We need to use precision and recall
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Precision
% of items the system detected (i.e., items the system
labeled as positive) that are in fact positive (according to
the human gold labels)

12 CHAPTER 4 • NAIVE BAYES AND SENTIMENT CLASSIFICATION

while the other 999,900 are tweets about something completely unrelated. Imagine a
simple classifier that stupidly classified every tweet as “not about pie”. This classifier
would have 999,900 true negatives and only 100 false negatives for an accuracy of
999,900/1,000,000 or 99.99%! What an amazing accuracy level! Surely we should
be happy with this classifier? But of course this fabulous ‘no pie’ classifier would
be completely useless, since it wouldn’t find a single one of the customer comments
we are looking for. In other words, accuracy is not a good metric when the goal is
to discover something that is rare, or at least not completely balanced in frequency,
which is a very common situation in the world.

That’s why instead of accuracy we generally turn to two other metrics shown in
Fig. 4.4: precision and recall. Precision measures the percentage of the items thatprecision

the system detected (i.e., the system labeled as positive) that are in fact positive (i.e.,
are positive according to the human gold labels). Precision is defined as

Precision =
true positives

true positives + false positives

Recall measures the percentage of items actually present in the input that wererecall
correctly identified by the system. Recall is defined as

Recall = true positives
true positives + false negatives

Precision and recall will help solve the problem with the useless “nothing is
pie” classifier. This classifier, despite having a fabulous accuracy of 99.99%, has
a terrible recall of 0 (since there are no true positives, and 100 false negatives, the
recall is 0/100). You should convince yourself that the precision at finding relevant
tweets is equally problematic. Thus precision and recall, unlike accuracy, emphasize
true positives: finding the things that we are supposed to be looking for.

There are many ways to define a single metric that incorporates aspects of both
precision and recall. The simplest of these combinations is the F-measure (vanF-measure
Rijsbergen, 1975) , defined as:

Fb =
(b 2 +1)PR

b 2P+R

The b parameter differentially weights the importance of recall and precision,
based perhaps on the needs of an application. Values of b > 1 favor recall, while
values of b < 1 favor precision. When b = 1, precision and recall are equally bal-
anced; this is the most frequently used metric, and is called Fb=1 or just F1:F1

F1 =
2PR

P+R
(4.16)

F-measure comes from a weighted harmonic mean of precision and recall. The
harmonic mean of a set of numbers is the reciprocal of the arithmetic mean of recip-
rocals:

HarmonicMean(a1,a2,a3,a4, ...,an) =
n

1
a1
+ 1

a2
+ 1

a3
+ ...+ 1

an

(4.17)

and hence F-measure is

F =
1

a 1
P +(1�a) 1

R
or
✓

with b 2 =
1�a

a

◆
F =

(b 2 +1)PR
b 2P+R

(4.18)
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Recall
% of items actually present in the input that were 
correctly identified by the system. 
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Why precision and recall
Our dumb gender-classifier: Just label every student as 
female

Accuracy=82%

but

Recall = 0

(it doesn't get any of the male students)

Precision and recall, unlike accuracy, emphasize true 
positives: finding the things that we are supposed to be 
looking for. 
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while the other 999,900 are tweets about something completely unrelated. Imagine a
simple classifier that stupidly classified every tweet as “not about pie”. This classifier
would have 999,900 true negatives and only 100 false negatives for an accuracy of
999,900/1,000,000 or 99.99%! What an amazing accuracy level! Surely we should
be happy with this classifier? But of course this fabulous ‘no pie’ classifier would
be completely useless, since it wouldn’t find a single one of the customer comments
we are looking for. In other words, accuracy is not a good metric when the goal is
to discover something that is rare, or at least not completely balanced in frequency,
which is a very common situation in the world.

That’s why instead of accuracy we generally turn to two other metrics shown in
Fig. 4.4: precision and recall. Precision measures the percentage of the items thatprecision

the system detected (i.e., the system labeled as positive) that are in fact positive (i.e.,
are positive according to the human gold labels). Precision is defined as

Precision =
true positives

true positives + false positives

Recall measures the percentage of items actually present in the input that wererecall
correctly identified by the system. Recall is defined as

Recall = true positives
true positives + false negatives

Precision and recall will help solve the problem with the useless “nothing is
pie” classifier. This classifier, despite having a fabulous accuracy of 99.99%, has
a terrible recall of 0 (since there are no true positives, and 100 false negatives, the
recall is 0/100). You should convince yourself that the precision at finding relevant
tweets is equally problematic. Thus precision and recall, unlike accuracy, emphasize
true positives: finding the things that we are supposed to be looking for.

There are many ways to define a single metric that incorporates aspects of both
precision and recall. The simplest of these combinations is the F-measure (vanF-measure
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A combined measure: F
F measure: a single number that combines Precision
and Recall:

We almost always use balanced F1 (i.e., b = 1)
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Example
Given the contingency table of our classifiers: 

Is this a male student name?

male female
model: male 12 5
model: female 2 31

true positive (tp): 12
false positive (fp): 5
true negative (tn): 31
false negative (fn): 2

Accuracy = )A=)(
)A=-A=)(=-( =

"?=$"
@# = 0.86

Precision = )A
)A=-A

= "?
"?=@

= 0.71

Recall = )A
)A=-( = "?

"?=? = 0.86

F1 =?BC
B=C = ? D #.!" D #.F<

#.!"=#.F< = 0.78
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To do
• Do HW5
• Optional reading: SLP Ch4; NLTK Ch6:1,3,5


