Department of

Linguistics and Translation
7 5t 4 K B

City University of Hong Kong

Computational Linguistics
LT3233

Jixing Ll
Lecture 6: Naive Bayes

Slides adapted from Dan Jurafsky © Jixing Li



I eat sushi with chopsticks with you
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Lecture plan

 The task of text classification
* The Naive Bayes classifier
* Evaluation metrics

« Hands-on exercises
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Positive or negative movie review?

& - ...zany characters and richly applied satire, and
some great plot twists

- [t was pathetic. The worst part about it was the
boxing scenes...

* ...awesome caramel sauce and sweet toasty
almonds. I love this place!

(P ° ...awful pizza and ridiculously overpriced...

-2 Sentiment analyses
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What is the subject of the medical article?

bnll b w B & e cvewy com

H'll n

Subject category

s Antogonists and
?

B R i e e I e e & L [ ]

D T e b R e e R |

e

e W Fe@as W B e ren e e e
R ST S ok, Lo, e a4 N e B & et

N e e '

W e T B e e e e Twar B Camim e e e
L L I L L L L e B )
e e L LT B N = R e —
w vy Macs A0, v v apa senes o s e D e A R
T T . Y ee ddas of . . N T ™

N
" — . A W
T — A, e S~

Dlme - " g e g
R e T R R e
T snpug & v o s B L R

e e T T [ e e
e e

e -

S e e

Tom imww ww Now - e . e

e e B n -
R I R - D e R
e e et b e ae s T e .
D T L A T T R m e R e e e
el el SR R LN D e
e T o Rl e
enens o Dgier @veven Redi an i Wit e “ el g e B B8 e

waning o sevanany, Kag [N span e Bve e e
e e wiloiw

D ” . e T R R
. g

- - -

- 3
e ow e
e g - D e

i~

B e
P LR

© Jixing Li



Spam email?

Dear|Li J,

We tried contacting you several times, but since you never responded, we'd like to do so once more as a
courtesy.

For the new edition, we are missing one article. Can you help us out by contributing an article to this issue of the
Archives of Depression and Anxiety (ISSN: 2455-5460)|by September 28, 2022, at the latest?

Dear|Li J,

We made many attempts to get in touch with you, but you never got back to us. As a courtesy and you are a well-known author in the scientific
community, we'd like to try again.

There is one article that is absent from the latest edition. By no later than October 07, 2022, Hope you kindly contribute an article to this
edition of Archives of Food and Nutritional Science|(ISSN: 2575-0194).

Dear Dr.|Li J,

We hope you are doing well!

We are glad to introduce our JSM Brain Science (ISSN: 2573-1289) an open access peer-reviewed journal,
focusing on research practices in the field of Brain Tumors and Brain Cancer, and all the latest developments in

the field.
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Tell gender by name? I

» Maxie .« BUKIE
. Becky - =55
» Rocky * [REUR
- Gary « B
» Eve « XEm
» Josh « HEHG
- Dana A=W
- Christopher « TRUEHS

. Julia o« EmkTE

I - Sam - HEY
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Summary: Text identification I

» Sentiment analysis

« Spam detection

« Assigning subject categories, topics, or genres
» Gender identification

Input:
a document d
a fixed set of classes C = {cy, Cy,..., C;}

Output: a predicted class c € C
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Classification methods: Hand-coded rules

 Rules based on combinations of words or other features
spam: black-list-address OR (*ISSN:” AND "“LI. J”)

« Accuracy can be high
If rules carefully refined by expert

- But building and maintaining these rules is expensive
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Supervised machine learning I

Input:
 a document d
- a fixed set of classes C = {c;, C,,..., i}

* A training set of m hand-labeled documents
(dllcl)/""/(dmlcm)

Output:
* a learned classifier y:d 2 c¢
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Many kinds of classifiers

- Naive Bayes
 Logistic regression

* Neural networks

* k-Nearest Neighbors
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Bayes rule
For a document d and a class C:
P(dlc)P(c)

P(d)

P(cld) =

P (malel &3y = LLEHImete)panate

P(—%-_—fﬂ( | female)P(female)

P (female| =5k) = =35

- BRI
- 5
- BREUGH
* B
- RE
« B
- BLEfH
- IRWEIE
* [El kg
- BHEH
- REH

N

S T M M 2 m 2
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Naive Bayes classifier

mate |F(male - I emale emale
P (male| £3f) = (= mate)p(mate) P (female|7&1g) = P( 3| remale )P (femate)

—EE R — =P
C,ap =argmax P(cld) MAP is "maximum a posteriori”
cEC = most likely class
P(d | c)P(c)
= argmax Bayes Rule
ceC P(d)
= argmax P(d | ¢)P(c) Dropping the
ceC denominator
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Calculate probability

P (male| = #) = P(&#f|male)P(male)

P (female| £23#f) = P(&E#%|female)P(female)
P(female) = 1—70 P(male) = 110

== [£, ] > features

P(ﬁﬂ‘*lfemale) = P(élfemale) P(W‘Ifemale)
P( 5 |female) = —COunt(= in female names) .

Count(all chatacters in female names) 14

Count(fﬂ( in female names) 1

P(3#k|female) =

Count(all chatacters in female names) 14

P(female| £3#f) = 114 X 114 1;6

. BRKIE
=B
* FREUIR
« BE{EHk
« REIH
¢ /%,%ﬁ:
 EEfE
« RYEHE
* Bk
« BEH
« ZEIR

N

n < M < T
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Naive Bayes classifier
"Likelihood"

C,up =argmax P(d | c)P(c) |"Prior"
ceC

Document d represented

= argmax P(xl,xz,...,xn lc)P(c) as features x;..x,

ceC

P(x,,....,x, lc)=P(x, 1c)* P(x,Ic)* P(x;1lc)e... P(x |lc)
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Calculate probability

P (male| = #) = P(&#f|male)P(male)

P(EHf|male) ~ P(&|male) P(¥#f|male)

Count($ in male names)
Count(all chatacters in male names)

P(=|male) =

p (W‘ | male) _ Count(PH( in mal.e names) _

Count(all chatacters in male names)

P(2Hf|male) = -x= =0

Problem?

1
6

0
6

o« BRKIE
=25
* fREUH
« B3
s X
« SEHE
 EEfE
« IRUEHS
* EIkiE
- BEHT
« RETH

N

n < M <
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Laplace (Add-1) smoothing

A count(w.,c N
P(w;lc)= (Wi,€) c BKIE M
E (c0unt(w,c))
weV ’ %'L’\EFE F
count(w;,c)+1 * BRER i
= - BfEme F
(E count(w,c)) + |V| « REIH M
weV ° %5& F
Count($ in male names) +1 2 « B M
P($|male) = , = I hp= n=E
Count(all chatacters in male names) +Count(V)  6+17 . 1,%?93 = F
C t(f?ﬁi' l )+1 T A
oun in male names 1
p(};quale) ~ Count(all chatacters in male names)+Count(V)  6+17 SRl i
BB 2
P(&3|male) = = x o= =—
[male —23 %23 " 529
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Laplace (Add-1) smoothing

- BUKIE

Count($ in female names) +1 2 o« Z=H 28

P(éf**lfemale) = Count(all chatacters in female names) +Count(V) - 14+17 B% f
: le) = Count(}ﬁ( in female names)+1 2 ) }g 15}%
PG}H(' emale) = Count(all chatacters in female names)+Count(V)  14+17 * REIm
2 2 4 . %}%
P(s3f|female) = = x = = — .+ B

. RUEHE
* Bkt
- BEG
« REH
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Calculate probability I

P (male| =) = P(&#f|male)P(male)
P (female| =#f) = P(E}%|female)P(female)

P(female) = 1—70 P(male) = 1%

P(E¥k|male) = % P(=#f|female) = %

P (male| £3) = P(523f|male)P(male) = —x = = 0.0011

4 7

P (female| £ 3#f) = P(£#f|female)P(female) = -—x — = 0.0029

P (female| £3#f) > P (male| £#f) > £=Hf: female
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Another example I

Cat Documents
Training -  just plain boring
- entirely predictable and lacks energy
- no surprises and very few laughs
very powerful
the most fun film of the summer

predictable with no fun

2+ +

Test
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A sentiment example with smoothing

Cat Documents 1. Prior from training:
Training -  just plain boring
- entirely predictable and lacks energy _ N, P(-) =3/5
_ . P(C) —
no surprises and very few laughs J Notal P(+) =2/5
+  very powerful
+  the most fun film of the summer e =x 1y
Test ?  predictable with-no fun 2. Drop "with
3. Likelihoods from training: 4. Scoring the test set:
count(w;,c) + 1
(w;|c) = 3 2x2xl1 N
AW Qwey count(w,c)) + |V| P(—)P(S|—) = s X~ am = 6.1 x 107>
: 1+1 . 0+1
P(*“‘predictable”|—) = P(*“‘predictable”|+) = —— 727 1x1x2
( TS 795w popsiy) = = x X293X —32x107
N . v 041
PUno™|=) = 1y50 PO = 5550
e v 01 e 11
PO =) = 50 PO = 5750
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Practical issues

We do everything in log space (o)

« Avoid arithmetic underflow
P(-|'predictable no fun’)
= 0.059 x 0.059 x 0.029 x 0.6
= 0.00006

| | I
w (] = o — (] w

log(P(-|'predictable no fun’)

= log(0.059 x 0.059 x 0.029 x 0.6)

= log(0.059) + log(0.059) + log(0.029) + log(0.6)
= -9.71
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Summary: Naive Bayes is nhot so naive

* Very Fast, low storage requirements
* Work well with very small amounts of training data
« Robust to Irrelevant Features

Irrelevant Features cancel each other without affecting results

« Optimal if the independence assumptions hold
* A good dependable baseline for text classification

But we will see other classifiers that give better accuracy

© Jixing Li




Model evaluation

gold standard labels
gold positive  gold negative
svstem SySffe.m oy oy o o _ tp
oyu ot positive | frue positive false positive -[-)-I‘-C-C-I-S}(-)fl""tR T

t . :
labels nsggsafiréle false negative | true negative

tp+tn
tp+p+tn+in

i tp ! i _
:recall — | | accuracy —

tp+in |
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Accuracy

Why don't we use accuracy as our metric?
 We have 73 students in our class, only 13 are male students.

« We could build a dumb classifier that just labels every student
as female. > accuracy: 60/73 = 82%

« But useless! Can never find a male students.

- We need to use precision and recall

© Jixing Li



Precision

% of items the system detected (i.e., items the system
labeled as positive) that are in fact positive (according to

the human gold labels)

true positives
true positives + false positives

Precision =

© Jixing Li



Recall

% of items actually present in the input that were
correctly identified by the system.

true positives

Recall = ” :
true positives + false negatives

© Jixing Li



Why precision and recall

Our dumb gender-classifier: Just label every student as
female

Accuracy=82%

but Recall — true positives

Recall = 0 true positives + talse negatives

(it doesn't get any of the male students)

Precision and recall, unlike accuracy, emphasize true
positives: finding the things that we are supposed to be
looking for.

© Jixing Li



A combined measure: F I

F measure: a single number that combines Precision
and Recall:

(B%+1)PR
B?P+R

Fg =

We almost always use balanced F4 (i.e., p = 1)

2PR
P+R

F| =

© Jixing Li



Example

Given the contingency table of our classifiers:

Is this a male student name??
true positive (tp): 12

male female o) tive (fo): 5
alse positive (fp):
model: male 12 5 . .
true negative (tn): 31
model: female 2 31 false negative (fn): 2
— tpt+in _ 12431 _ _2PR _ 2x0.71x0.86 _
Accuracy tp+fp+tntfn 50 0.86 F, “ptE ~ o7iress  _ 0+78
Precision = —2— = = = 0.71
p+fp 12+5
Recall = 22— = =2 = 0.86
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To do I
- Do HW5

« Optional reading: SLP Ch4; NLTK Ch6:1,3,5
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