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1.2. Clellan ode1 and theory 
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‘Valuable linguistic studies of the English verbal system include Bloch (1947). Bybee and Slobin (19$2), 
Curme (1935). Fries (19 oard andsloat (1973): ockett (1942). Je$xs& (i942!; Men&z (19X?). 
Palmer (l!DO), Sloat an (1971), Sweet (1892). Chomsky and 
arc imporgant general works touching on aspects of the system. 
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%omewhat beyond this bound lies the verb ‘be’ wit 
being, of whicir only the last is re 
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from stems; it has no facility for retrieving 
that a network will run ‘backwards’ and in 

trictly feed-fo~ard design.) Presumably 
process; later we present examples of 

ule-based theories, as accounts of 
ccognition distinction. 
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, 1 

I Lexioon of morphemes 
I (stems, affies, etc.) ’ 

________~_ .---7 

1 

Phonology 
I 

______--- ___. 

_--- 

l%olretics 
-- ____ 

e ca exa 
es”. 

- - .-___ -___ _ - ._ ” 

ore intricate variations on this basic pattern are explored in recent work in “Lexical Phonology’“; see 
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‘Although this move was inspired purely y cons&rations of rt-tm~:q~atic)nal economy, it Ior something Ii 

it has real empirical support; the reader farnil r with current phonology wili recognize its relation to t 

of z ‘tier’ of related features in autosegmental phonology. 
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thesis, antcdating t ins 
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II use the folio onetic notation an 

els are: [i] as in 6eat [u]l as in shoe 
[e) as in hi2 IO] as in go 

(sparingly). Enclosure in uare brackets 

e fax vowels are: 

ntral vowel [A] appears in shut. 
ight and bite; the ~i~~t~~~g [aw 
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WE course, mot all interactions are segmentally local. In vowel harmony, for example, a vowel typically 
earby vowel ovec an intervening stri onants; if there are two interve 
g voxiels wiii never be in the same 

1982, for pr, overview of recent work). It is 
with such cases, but WC will not explore t 
phone as an dtemative to the segmental cone 
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‘compare in this regard certain other aspects of the model which are clearly inaccurate, but represent 
harmless oversimplifications. -_ actual set of phonetic features used to describe individual phones (p. 235) 
doesn’t make enough distinc for English, much less language at large, nor is it intended to; but the 
underlying strategy of featural analysis is solidly supporte in the scientific literature. Similarly, the frequency 
classifications of the verbs in the study derive from the uccra-Francis count over a written corpus, which 

shows obvious divcrgcnccs from the input cncountercd by a learner (for examples, see footnote 24). Such 
aberrations, which have littlc impact on the model’s behavior, could be corrected easily, with no structural 
re-design. 
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___ ___ __ 

t-sibilant environment in which iz would necessary seems somewhat less available in natural 

ose’s he actually prefer? 

g does to reduce at all in sue structural environments- regardless 
should be as good (or bad) as structurally identical (v) and (vi), 

em doesn’t arise: 

ich and dose without following head now which 
to inhibit reduction. t any rate, this detail, though 

appcna to does when it dots rcducc. 
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stands alone. 
words obstrucnt clusters are ovc elmingly retty 
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re likely, syllable-final psitbn. 

tice hat if /t/ and Is/ were taken as basic, we would require a special rule of voicing, restricted to 
le the case of words ending in vowels, liquids, and nasals. r example, pea + IsI would have 

tern of voicing is not generally required in the lang 
ting IdI and lzl as basic, on the other hand, allows t 
thg, c,.Cr:u.=‘@ ..W JU~~bW-ll VUILIII~ p..N.,m ” 1.1, ““I I” 11151 uuu. ..-:-A..... mm*,#l#.* l ,,;&r\,,r bLp.=- . ..J- 



‘?his is of course a phonological restriction, not an orthogra L‘ words petty and pity. for 
-....-A, L wba1qmc,, I‘UIb IUCllS.k.C1. *.II.m.P..U...U. *x-en :rQnnr~~r I m%ncr\nonoal gmflo!ogy* 
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lication, which always calls on a variable (if nst ‘stem’, then ‘syllable’ or 
ies of word-formation. In one for or another, it’s found in 

r detailed analysis, see 



rrn 
11V s. ce 
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at shirt 
e tailor 

‘“Examples (P9b) and (h) arc from Kiparsky. 
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‘BCompaFe inl this reg arcl ~43s~‘~ (5975) story (ruf pro&&xSre alEIxohm, which UIIwvels ary aetuaP cmsmint 
the centras/ex which affect meaning, 

ocuments the fact that 

avc no systematic sensitivity to t le;;icul semantics of the base. 
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9 ?? ear 

-mea 

understand, undergo 

-, under-, with- do not carry any particular meaning, no 
‘for’ and ‘get’, for exam le, that heips us interpret forget 

t to support a sense of compositeness; see Aronoff (19 
arate, abstract component of langua 

st of the stems. 
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-. _ 

2”Sce Armstrm Icitman, and Glcitman (1983) for an anulogous argument applied to conceptual catc- 
gories. 
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le sys 
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=y, 
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that the simplified module embodi is based on five 

andidates for rules are 

nt consonants. 

*‘Marc accurately, the changing portion is cxamincd suhscqucnt 
and phonetic changes that have been independently acquired. 

to rhc subtraction of any phonological 



t us assume that it is unclear to the child at this oint whether there is a null vowel c e or a null 
affix, so both are stored. Actually, we don’t thin s accurate, but it will do for the 
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‘-‘Note also that the strongest output among competing candidates for the past form of a given verb could 
change as a function of the input history of the model. For example, during the first five inputs the only output 
for s,n& would be its irregular past spoke. After the sixth input, the regularized past version speaked would 
also be provided, by rule (34b), though the strength of this output would be low because the regular rt!e 
would not be strong enough to overcome the strength of the irregular form resulting from its very close match 
to (32a). If candidate strength is equal to [proportion of stem features ma’ched x strength of matching rule], 
the irregular output would have a strength of (.75 x I) = “75, whereas the regular rule would have, say (.2 
X 2) = .4 (the exact numbers are not crucial here). However, after a number of inputs, the regular rule has 
increased in strength to 4, and so the strength of speaked would be (.2 x 4) = .g, making it stronger than the 
irregular form hit. In this way, a rule-finding module could ovcrgcncralizc in its intcrmcdiatc stages, erring 
on verbs that it previously handled properly, for similsr reasons that the phcnomcnon occurs in the model. 
Later WC cxaminc whcthcr this is the correct explanation for children’s behavior. 
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“For example, in the ucera and Francis (1967) counts used by clhart and elland, medium 
frequencies e verbs flee, seek, mislead and arise, whit going to be nt from a young 
child’s voca n the other hand slick and tear, which play a significant role in the ecology of early 

e and & arc not in the hig~~gfrequcncy gr . whcrc they arrow-- 
ions, 2 rcfkctcd in the written la age. Be appears to hc 
art and land count the frequency 



such as c~n/cou 
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ildren~s ve ave regular past tense forms 

II 

Stage 

III IV V 

Adam .45(31) .43(44)* .55(83) .46(83) .54(78) 

Eve S(31) .51(49)* .45(53) .48(58) .44(45) 

Sarah .61(18) .37(49) X(44) .43(58) .51(84)* 

Lisa .53(53) - - - - - 

Sarah .54 A4 Sl 246 50 

. Size of verb vocabul is listed in parentheses. ” asterisk indicates the stage at which 
n overre “g. 
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ybee and Slobin do not literally pro se that the child misanalyzes t/&final verbs as jconexiste 
inflected by a rule. tulate a static template whit the child matches against unanaQyzed iorms 

g word perception to dccid ether the forms are in the past tense or not. 
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z”Actually, t his test is complicated by the fact that monosyllabicity and irregularity are not independent: 
in English, onosyllabicity is an important feature in defining the domain of many morphological and syntactic 
rules (e.g. nicerl”&telligenter, givel*donate the mweum a painting; see Pinker, 1984), presumably because in 
English a monosyllable constitutes the minimal or basic word (McCarthy & Prince, forthcoming). As we have 
pointed out, at! the irregtilar verbs in Eng!ish arc monosyllables o. r contain monosyllabic roots, (likewise for - 
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only roots can be irregular and that roots 

tendency to no-change responses to monosyllables even if it is not the product of their detecting the first-order 
correlation between monosyllabicity and unchanged pasts. Thus the ideal test would have to be done for some 
other language, in which a no-change class had a common phonological property independent of the definition 
of a basic root in the language, and independent of the phonology of the regular affix. 

“%Jote that the facts of nglish do not comport well with any strong misperception account that would 
have the child invariably misanalyze irregular pasts as pseudo-stems followed by the regular affix: the majority 
of no-change verbs either have lax vowels and hence would leave phonologically impossible pseudo-stems after 
the affix was subtracted, such as hi or cu, or end in vowel-r sequences, which never occur in regular pasts and 
only rarely (e.g. bought) in irregulars. For the same reason it is crucial to Bybee and Slobin’s account that 
chiidren be constrained to form the schema (past: . ..f/d#) rather than several schemas matching the input 
more accurately, such as (past: . ..[uwoicc~d) t #)] and (past: . . . [voiced] d #). If they did, they would never 
mispcrceivc hir and cut as past tcnsc forms. 
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quency of over-regularizing irregular verbs in different vowel- 



rince 



Language aid mnnec,tionism 153 



t average 

1 1 1 1 (1.6) 
4 4 4 3 (2.7) 
3 6 3 5 (3.9) 
6 3 6 2 (2.1) 

5 (.13) 6 5 5 5 4 (3.8) 
6 (.10) 5 2 2 2 6 (4.5) 

.77 -31 .14 .31 .71 

rtions of regularizations by children are in parentheses. 
can number of verbs in the irregular corpus exemplifying the vowel skifts within a class are indicated in 

“In a sense, it would have keca more accurate to calculate the strength of tke no-vowel-change rule on 
n the corpus, regular irregular, rather than just the irregular verbs. 

greatly stacked the deck in favor of correctly 
only counted the exemplifications of no-vowel-change 
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‘“To compiicatc maffcrs cvcn furfhcr. cvcfi witright W+~ Ib IU.- WC possib!c in principle within the rule-has$ 
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ut the ability of the net- 

- 
model. For example, children might have two subrcgular rules that both apply, as might have been appropriate 
in an earlier stage of English. Or, thcrc may hc a rcsponsc buffer that reccivcs the output of the competition 
process, and occasionally two candidates of approximately equal strength s!ip out of the competition 
mechanism and arc blended in the rcsponsc buffer. The result woula bc a blcndcd speech error from the point 
of view of the “design” of the rule-application module but possibly an adventitious correct rcsponsc. Though 
this account may not seem as natural as the blending inhcrcnt in the network model, the notion of a serially 
ordcrcd rcsponsc buffer distinct from a rcprescntation of target scgmcnts is part of standard cxplancrtions for 
anticipatory and pcrscvcrativc spccsh errors (c.g., Shattuck-Hufnaecl. 19‘70). v 



658 ce 

an interesting hypothesis: children might treat went as a base form that expresses 
art of its intrinsic meaning, rather than as the grammatical composition of go + past 
was went@ but never is wenting). The eventual realization that tense must be marked 

grammatically, and not just implicitly by the inherent meanings of verbs, is a later acquisition, and its effect 
is the regular inflection of irregular forms. 
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MOne might argue that the misconstrued-stem account would fail to generate these errors, too, since it 
would require that the child first generate muked and buyed using a productive past tense rule and then forget 
that the fr?rms rea!Ey were in the past tenses Perhaps? the argument would go; some other kind of Mending 
caused the e.rrors, such as a mixture of the two endings d and id which are common across the language even 
if the latter is contraindicated for these particular stems. In fact, the misconstrued-stem account survives 
unscathed, because one can find errors not involving ovcrinflection where child-generated forms arc treated 
as stems: for example, IKuczaj j1976) repotis sentences such as They wouldn’t hawed u house and She didn’t 
goed. 
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where) 
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“iU.otc as well that many of the examples offered to give common-sense support to the desirability of 
eliminating rules arc seriously misleading because they qp! tr, a confusion between attributing a rule-system 

to an entity and attributing the wrong rub-system to aG entity. An cxamplc that Rumclhart and cCle21and 
cite, in which it is noted that hccs can create hexagonal cells in their hive with no knowlcdgc of the rules of 
geometry. gains its intuitive force because of this confusion. 
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brain structure 
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,L__ _ 

?ft’trc thank David Kirsh for these examples. 
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f course, another problem with merely increasing the feature set, especia!ly if the features are conjunc- 
tive, is that the network can easily row too large very quickly. ickelphones, which In principle 
can make finer distinctions than Wickelfeatures, would have required a network with more than two billion 
connections. 
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ntics, for example, a 
sitional connective5 

eprcscntatian will gi 
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, ?? 

___ _ -_ ------ 



Thly in reference to car *The drunk wove down the rod. Tk 
zdj s wove?3 . 

nautical heave tolhove to. ’ 

gh trod is common in 
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the record’, otherwise 8s an adjcctivc. 



er and 

“Typically intransitive: a 

“As in ‘ask or command 
h certainly not hidden. 

is very peculiar, hiddcd is impossible, and the past participle 



Language and connectionim 189 

Anderson, J.A., & Hinton, G.E. (1981). of information processing in the brain. In G.E. inton & 

J.A. Anderson (Eds.), Paral(el mo ociatiwe memory. Hillsdale, NJ: Erlbaum. 
. (1976). Language, memory and thought. Hillsdal : Erlbaum. 

: Harvard University Press. 
concepts might not be. Cognition, 63, 

263-3Q8. 
t-motion in generative grammar. Cambridge, 
learning of English morphology. Word, 14, 

loch, B. (1947). English verb inflection. Language 23,3W18. 
(1987). Discussio of language acquisition. In 5. hinney (Ed.), 

ms of language acq 
arvard University Press. 

rphology: a study of the relation between meaning and form. Philadelphia: Benjamins. 

ybee, J.L., & Slobin, D.I. (1982). Rules and schemes in the development and use of :he English past tense. 
Language, j&265-289. 

ceptual change in childhood. Cambridge, MA: Bradford Books 
The acquisition of noun ns. Child Development, 39, 433-448. 

Syntactic structures. The 
spects of the theory of Press. 

Chomsky, N. (1981). Lectures on government and b Ncthctlarads: !+ris. 



er a ce 



anguage and connectionim 191 

ildren’s judgments of grammatical and ungrammatical irregular past tense verbs. CIfild 

isitions. Journal of Child Lan- 

and associative theories of 
constructive critique of some connectionist learning models. Cognition, 28, 19% 

g?). Connectionist explanations in iinguistics: Some thoughts on recent anti-wnnectionist pa- 

ren’s verbal kriowledge. Paper presented at 
ge Development, October, 1983. 

Language sound structure. Cambridge 

sition of syntax. In B. 

st the transformationalist account: A simpler analysis of auxiliary 

g). Prosodic morphology. 

A logical calculus of the ideas immanent in nervous activity. Bulletin 

igenbaum & J. Feldman (Eds.), Cmzputers 



Press. 
Pinker, S., Lebeaux, D.S., & Frost, LA. (1 

passive. Cognition, 26, M-261. 

in& and machines. In S. 

ntation of categories. 

Ross, J.R. (1975). wording up. 
Rumelhart, D.E., Hinton, G-E., 

volume 1: Fkn&ukw. Cam 

Rumelhart, D.E., & McClelland, J.L. (1 
land, D.E. Rumelhart, and the PDP Research Group, PiuaM distibutedprocesskg: Erplomtions in 
the micmsmcturcr of cognition. Vale 2: Psyck&@c~ and biol~gica! mod& Camhidge, MA: Brad- 

RUmel J.L. (1 Learningthepast ngjish verbs: Implicit rules or 
ing? In acWhinney (Ed.), of langluage acquistim. Hills- 

dale, NJ: Erlbaum. 
Rumelhart, D.E., McClelland, J.L., and the PDP Research Group. mlk1 distributed pmsessihg: 

e micmstmctme of cognition. Volume 1: Fo Cambridge, MA: Bradford 

Sampson, 6. (1987). A turning point in liiguistics. 75w Lifemv Suppkment, June 12,1%7,643. 
Savin, H., & Bevet, T.6. (1970). The nonperceptual reality of the phoneme. Journal of VeM karnitrg curd 

Verbui ikhvior, 9,295-m. 
Skttuck-Hufnagel, S. (1979). Speech errors as evidence for a serial-ordering mechanism in sentence produc- 

tion. In W.E. Cooper Bi E.C.T. Waker (Eds.), Sentence processing: Psycho&~guisric smdies pmsenzed 
to Merrill Gurren. Hilkdale, NJ: Erlbaum. 

Sietsema, B. (1987). Theoretical commitments underiying Wickelphonology. Unpublished manuscript. MIT. 
Sloat, C., & Hoard, J. (1971). The infi of English. G!ossa, 5,47-56. 
Slobin, D.I. (1971). On the learning of A reply to Palermo and Eberhart. In D.I. Slobii 

(Ed.), 7&e ontogenesis of grammar. A &eoretklsynrposium. New York: Academic Press. 
Slobin, D.1. (KM). Crosslinguistic evidence for the language-making capacity. Siobm (Ed.), Tlie 

c~s.rlingu&k study ofiang8urge acqtiition. Volume II: lkoretical issues. e, NJ: Eribaum. 
Smolensky, P. (1986). Information prowsin g in dynamkal systems: Foundations of harmony theory. In D.E. 

Rumelhart, 3-L. McCkliand, and the PDP Research Group, 
IiOns hi the m*cms~W of cognition. Vi&me I: Foundiuions 
press. 



Willianrs, E. (l!B1). On the notions “IeHy m9ami” aal “he& of a word-. &br@szk Inquiry, I2,245-274. 

du langage repose-t-elle sur la re~ntation mentale de r&les? Ihart et McClelland 
unn~~Eleconnectloniste(paraUeldistributedp recessing, PDP) de I du pa& anglais 

qui parvient B prod&e la fonne pas& d’un certain nombre de verbes, B la fois r&uliers (walk/w&d) et 
irkgulie leurs racines, et qui semble -ttre certaines des efreufs et passer par 
CYXtains ment des enfants qui apprenwnt le pa& anglais. Pourtant, le modile ne 
contient il est exdusivement ansstitu& d’un ensemble d’unitks qui reprksentent des 
trigammes de traits phonbiques de la wine, d’un ensemble d’unit& qui reprksentent des trigranunes de 
traits pho&iques de la forme pas& de la rack, et d’un r&au de connecG_ emtre les cieux ensembles 
d’unit&, conm~W~ dont la force varie en fonction de l’apprentissage. La conclusion de Rumelhart & McClel- 
land est que les r&les linguistiques ne sont peut-be en fait que des approximations pratiques et que les 
prazessus causaux r&Is de Wilisation et de l’acquisitioa du langage doivent 6%~ caract&is& en termes de 
transfert de niveaux dktivation entre unit& et du poids de leurs connections. Nous avons 
anal* en d&ail les hypothi%es linguisti4ues et ment qui sous-tendent leur modkle et avons 
dkouvert que (1) le mod& ne peut pas rep&enter certains mots, (2) il ne peut pas apprendre beaucoup de 
r&g& (3) il peut apprendre des r&gks que I’on ne renoontfe dans aucune langue humaine, (4) iii ne pekut pas 
expliquer certaines rkgubritbs morphobgiques et phonobgi4ues, (5) il ne peut pas expliquet ies differences 
entre formes r@li&es et irr&guli&es, (6) il ne parvient pas 3 accompk la tkhe qui lui a it6 assign& Q savoir 
apprendre le pas& angiais, (7) il explique inawrectement deux ph&um&nes de d&eCoppement: les &tapes de 
sur-r@ukisation de formes irrkgulibes somme hinged, et I’apparition de formes doublement marqukes 
oomme aed, enfin, (8) il dome une explication de deux autres pMnomi%es (la surregUIarisation peu k@uente 
des verb qui se terminent en r/d, et l’ordre dkquisition des diffkentes sous-dasses irr&utires) 4ui est 
iadiE&retiW de C&Z fournie par des thtbies utikint des r&k. En outre, nous montrons 4ue c’est 
l’architecture ccmneckniste du mod5le qui est responsabie de ses nombreux &huts. Notre mndusbn est 
que Ifs ~tions des ~~donistes q-t 5 hhlit& des r&ks dans Ies explications doivent 5tre rejeth 
et quc, bien au contraire, toutes les donkes militent en faveur de I’existence de telies rQ&s. 


